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-This writing-


The subject of this writing will not always directly relate to contemporary issues in computer science but I would expect you, Dr. Messerly, to understand this and empathize with me (considering some of the tangents your thought process takes you on during class).  The object of this writing is Dr. John Messerly (in the subject – direct object seventh grade english class sense).  I feel there should be no illusion that I am writing to a larger audience because this is the way I feel most comfortable, as if I am having a conversation with a friend about my thoughts (of which I try to produce very few).  I think that CS teachers are vehement about grammar because they think that us CS guys can’t write.  I hope that you don’t take this too seriously but mainly that it is both enjoyable and stimulating (mentally…ha).

NATURE

-Reconciliation of the emergence of intelligent life and increasing entropy-


Kurzweil goes into great detail explaining how these two seemingly incompatible phenomena can coexist.  In short, I believe that his theory states that while intelligence has evolved, the small amount of order that it has brought about/been a part of is trivial.  When I first read his question of “How do we reconcile…” I was very interested because it was something I had never thought of but seemed like a worthwhile question to consider.  I began to read the next paragraph but stopped and gave it thought, wondering if my answer would be similar to his.  What I came up with is probably due to a forensic science class I took last semester and Kurzweil himself.

Just a few paragraphs earlier Kurzweil was discussing the emergence of the forces (gravity, strong force, electric…) and I decided that these (and chaos/random chance) were the main contributors to the emergence of life.  It was explained to us in forensics that most of what existed shortly after the big bang was stardust, which eventually collided with space ice to form planets.  Our teacher said that a finite amount of space ice still falls to Earth yearly.  He said that the basic amino acids that were the foundations of life were present in this space ice.  I believe that the forces, especially gravitational force brought these tiny particles together to form life and its habitat.  How the amino acids form I believe is through chaos/random chance.  If atoms bang against each other enough and happen to come in contact with some others that they are naturally reactive with, new molecules form.  Usually random encounters like this fail to make a usable new substance but once in a million years perhaps, an interesting combination is formed.  It’s like a blind man throwing cards; he will eventually throw one that happens to land on top of another and perfectly (or near perfectly) line up with it.

-Time-


Time is discussed often by the class and by Kurzweil.  Time is very simple; it is a measurement of movement.  If there were no movement, time could not exist (at least in the sense that any measurement would be subjective and meaningless).  After learning about Planck time (the time it takes a photon to go the Planck distance (around 1 x 10-35 m)) my friend offered the idea of measuring time using the size of the universe.  Of course this may not actually work if the rate of expansion is not constant, but it’s interesting.


I understand Kurzweil’s use of salient events to measure time and subjectively this seems true.  It seems the older I get the faster time goes due to the lack of major changes in my life.  While it’s neat to think about it like that, time is a measured phenomenon and it requires objectivity to be of any use.  Yes, I know I’m disregarding Einstein riding the beam of light, but if that ever becomes an issue for me I’ll reconsider.

-Unsmashing the cup-


On page 45, Kurzweil discusses the reversal of the expansion of the Universe and its effect on time.  He says that since the Universe will be heading to the Big Crunch (complete order), the law of increasing entropy will reverse and a broken cup will become unbroken.  I don’t believe that this necessarily follows.  When I think about the end of expansion and reversal of direction of all the planets on a grand scale, I see all the planets changing their path in what looks like a reversal of time.  But when I think about myself at that point walking in a straight line I don’t care whether the planet is going a hundred million miles per hour or two miles per hour, because relative to me, it seems still.  I also don’t care which direction it’s moving because it seems that when it slows down to zero and then reverses its direction I’m still walking forward on that line.


It also seems that if the direction the planet is travelling affected time, the speed it is travelling would also affect time.  This is because a change in direction can be seen simply as a change in velocity.  In terms of the linear motion of the planet around the time of the reversal, the velocity would be small positive, briefly zero, and then small negative.  So as the velocity changes, time changes, so this means that (assuming the Universe is either speeding up or slowing down its expansion) we should all be walking around a little faster or slower tomorrow.  Then again, I just realized that if time did speed up no one would notice in the same way that if everything doubled in size no one would notice.  I hadn’t thought about it like that before.

-The dilemma of being both of and for nature-


As a child, I was aware of my innocence even if I didn’t appreciate it.  I knew that there wasn’t much harm I could do or sin I could commit because of my lack of resources and the constant surveillance of my parents, teachers, etc. In the past few years I have become aware of the extent of the devastation the human race has caused this planet and now feel that I share some of the responsibility.  As an adult, my voice may actually be heard and I now have the resources to try and do something about it whether it is recycling or donation of time, money, etc.

I say that I am of nature because I am just an animal – a mammal.  Yet it feels like humanity is trying to distance itself from nature like so many city dwellers trying to hide their redneck pasts from their urbanite new friends.  Though I have lived among large buildings my whole life, it seems unnatural to knock down trees and lay cement.  In short I feel like humans should work for nature and not against it.  The dilemma is that we are nature and it is natural for a superior species to evolve to a position of power and do whatever they feel.  It’s natural law that the strong survive whether it’s because of their intelligence or just because they have a bludgeon.  My ethics tell me I should join Greenpeace but my intellect tells me to get a job and buy a house -- that everything is going according to plan.

-The visible human-


When I was young, I enjoyed puzzles.  When I was about ten, my mother got me the visible man, a model complete with all the bones and organs every man has.  It was very interesting, especially since I thought I would be a doctor like my father.  I visited http://rockefeller.univ-lyon1.fr/VisibleHumanProjectEnglish/VisibleHuman.html (a mirror to the Visible Human Project site in the back of Kurzweil) today and was blown away.  A Java applet allows the user to look at cross segments of a human body disected at the National Laborator of Medicine.  Another site that shows a vertical cross section and allows the user to select horizontal cross sections is located at http://www.uchsc.edu/sm/chs/browse/browse_m.html.  A site that shows just the head is located at http://www.cs.uoregon.edu/~tomc/jquest/SushiPlugin.html.


The labs took cross sections using MRI (magnetic resonance imagining), CT (computerized tomography), and color photos in intervals ranging from every 4mm (head and neck) to every 1mm (rest of the body) for the male.  For the female the range was from every 4mm to every .33mm.  The complete dataset for the female was around 40 gigabytes.  I could not find any explanation of the procedure used to do the dissection, and all I could ascertain was that they were frozen solid before they were sliced.

-The human computer-


Another link I visited (that Kurzweil probably several of his numbers from) was http://vadim.www.media.mit.edu/MAS862/Project.html.  The page is titled “Information Processing in Human Body” and had a funny little circuit diagram with a piece of DNA as a symbol (instead of a resistor or capacitor…).  The author, Vadim Gerasimov, gives several numbers including the storage capacity of genetic code (1.5 gigabytes, of which 3% are used to produce protiens which is about 45 megabytes), and the power consumption of the average adult (around 95 watts).  He has another table dealing specifically with the brain giving the number of neurons, synapses, etc.  The most interesting thing I found in the table was the power to weight ratio of the brain vs. the rest of the body.  The brain only comprises about 2% of the total weight (only about .05% of the total cells) but uses between 20-44% of the total power.


Gerasimov then gives a table of statistics for a Pentium 4 1.5 gigahertz machine.  Though the brain contains 500 times more neurons than a Pentium 4 does transistors, it normally requires less power.  This is probably because the firing frequency of the brain is between 250-2000 times a second while the frequency of this P4 is 1.5 billion times a second.  An interesting thing that Gerasimov notes is that while a human uses about 31% of their time sleeping (uncontrolled brain activity), the P4 needs no sleep.  The other side to this coin is that an average P4 processor with no sleep will most likely last less than 10 years (some people would say that number is high) while a human brain may last much longer.

-What is the desk?-


This question was asked in class pertaining to the paradigms of a person off the street, a philosopher, and computer science people.  Yes, the desk is mostly empty intermolecular space, but what makes the desk useful is the matter.  Matter is energy condensed in a slow vibration.  Energy is all that tangibly exists.

-The theory of everything-


I visited http://www.mkaku.org to find out more about Kaku, and found a few articles about his research.  Those I thought most interesting were on the theory of everything and superstrings.  Kaku and other physicists hypothesize that the Universe began as an unstable ten-dimensional place that broke, at the big bang, into a four-dimensional place while the other six dimensions imploded, becoming smaller than a proton.  It is called the theory of everything because it is used to explain any force:  “…the more dimensions we have, the more forces we can accommodate.”  Light is explained as a disturbance (“ripples”) in the fifth dimension.

What I took away from this reading is some understanding of the theory and the confirmation of my belief that there are some things that some people understand that others are purely unable to.  This has always seemed like a strange phenomenon to me.  It seems that if one human can conceive an understanding of an idea, others should also be able to.  I once heard a quote from Stephen Hawking:  “…just think of it like the surface of a basketball – in six dimensions.”  Oh, sure, now it’s perfectly clear.  It also made me consider the idea that all theoretical physicists are full of it and when one purposes a theory all the others just agree and say “Oh, he’s really smart” just to make the field appear valid to the rest of the world.

-The beauty of simplicity-


A philosopher once said that all he knew was that the pursuit of knowledge was the most noble of human activities.  “Spoken like a true philosopher” I thought.  It also made me think “Well, what about being a fireman?”  Though that’s said half in jest, I still have to disagree.  In the past year I have become more and more averse to thinking in general.  It amazes me that I am able to get anything done.  I don’t go so far as to say “Let’s go back to the good ol’ days” because I do enjoy air conditioning and the internet but I love nothing more than having a barbeque by the pool with friends on a sunny afternoon.  I appreciate the beauty of a sunset or a perfect glass sphere. While I am a fan of Emerson, Lake and Palmer, the creators of intricate 15-minute-long masterpieces, there is also something great about John Lee Hooker or Niel Young playing a guitar, singing, and stomping the ground in time.  For a while I thought more about God, existence, and all the rest and came up with worse than nothing – more unanswerable questions.

COMPUTERS

-Inorganic materials imitating life-


It’s probably because I have been conditioned by all the computer training that I do not feel I’d have a problem smashing a robot to bits if it said sadly “Please don’t turn me off.”  For a long time I didn’t think that computers would be intelligent until they had some biological component but I had never thought of the neural nets trying to emulate the brain.  It seems that if you can emulate it (especially using evolutionary algorithms), you could end up with a very intelligent system.  Nevertheless, it is just emulation.  It is a group of unfeeling transistors responding to the input given them by the software.  A system like this may be very convincing (as Kurzweil often mentions) but it is still just an algorithm telling us that it believes and feels.

-The usefulness of technology-


A friend of mine said yesterday “I always considered computers to be tools that humans use to make being human better.”  This came up during a discussion of a race of initially biological entities contained entirely in electronics.  I feel it relates to a discussion in class about technology’s usefulness to the human race.  It was said “technology is natural and aids survival” but (the second part of) this can be seen as untrue in a couple of ways.  Obviously, technology like genetics or nuclear research may end up killing us off.  The second, more subtle way is that if we do eventually all end up “on the other side” existing only as software, we will have effectively destroyed the human race because being human is not just thinking like a human – it is existing in a human body with all of its limitations.

-The definition of intelligence-


I once heard my suitemate tell his friend over the phone “..oh yeah, computers are all ready more intelligent than us.  Think about how much faster it can add numbers and stuff like that.”  My first thought was “What is this guy thinking?  Computers aren’t intelligent at all!  All they do is basic ‘unintelligent’ things very very quickly.”  From my point of view, computers are a collection of transistors and other building blocks that do Boolean logic.  They see 1 it means “on” they see 0 it means “off.” In my definition of intelligence, this is what would be called unintelligent because even this basic act is just reaction defined by their physical makeup.

There have been many computers that have what some call AI because they can predict what you’re going to do or win a game of backgammon.  This is mainly because of their strong ability to exactly remember patterns.  To me, this was not true intelligence because it takes no insight or original thought, only following directions (once again really really quickly).  For this reason, I thought that AI (fitting my definition) was not possible until there was some biological component.  Since beginning this class though, I have had to reconsider my definition.  It does make sense to call what some computers do “intelligent.”  Maybe my definition is more like the definition of “strong AI.”  I once heard a quote that I thought was great but figured it could only be appreciate by formalists.  “If at first you don’t succeed, redefine success.”  Kurzweil’s definition – the ability to use optimally limited resources to achieve goals – is definitely achievable by modern computers.

Another way I remember defining intelligence over the years was the ability to increase one’s knowledge or understanding with no external stimuli.  I had not considered this applied to computers though – I was just using it to differentiate between species of animals.  It occurred to me one day that a human could sit in darkness and silence and become smarter and I was amazed.  Some computers seem to have this type of intelligence (once a sufficient knowledge base is constructed) such as chess computers that play themselves.  This is a form of the “holy grail” of automated learning.

-Turing’s objection #6-


Turing wrote a paper in which he responded to 9 classes of objections to the issue of  “machines can’t be made to think.”  Lady Lovelace’s Objection that computers can only do what they’re programmed to do is not sufficiently answered with “This is obviously false-programs do lots of unexpected things often producing solutions that would have taken humans lifetimes” or “but what about bugs?”  If a machine does something that is unexpected, that doesn’t mean it’s thinking.  If a  program has a bug and produces an unexpected outcome, that doesn’t mean it’s thinking.  It means it’s running your incorrect program correctly.  All a computer can do is what its algorithm dictates it does.  I’m not persuaded by the objection and saying that Turing is wrong, I just felt that this refutation of the objection (especially the “bugs” idea that many people in class seemed to think refuted the objection) was invalid.

-A major difficulty in making robots overcome “simple” tasks-


If I remember nothing more from my years studying computer science, I will remember the following: break big problems into little ones and then solve them one at a time.  This is very practical in logic, coding, and many other aspects of life.  The problem with some of the tasks humans consider “simple” like walking, seeing, hearing, etc. is that it’s hard to break them down.  This is why it’s easy to beat a grand master of chess (given enough computing power) but it’s hard to pick a face out of a crowd.  

The game of chess is a series of simple steps which, when taken one at a time, are relatively easy to take.  Follow the rules and inspect each possibility.  When you design an algorithm to do it, you start with the starting board and work from there.  When you design an algorithm to pick a face out of a crowd, where do you begin?  Most people would probably say shape.  The problem is that a person’s face could be partially obscured by another face or a flesh-colored hat, and they may blend.  There is no obvious way to break down the problem, mainly because the color of the world is analog.  I saw a robot that could follow and grab a white ball waved in front of a black background.  Color in everyday life blends together much more than this sharp “digital” contrast.  It is hard to break the problem of finding discrete points in an analog continuum into smaller problems when the continuum is constantly changing (lighting, skin colors of different people).  It’s like trying to make a computer outline a specific wave in the ocean or dune in the desert.  For this reason, I doubt that even the parallelism that Kurzweil so often dreams of will be of much use for problems like this.

-Computer vision-

After writing the last two paragraphs, I visited the computer vision link in the back of Kurzweil which lead me to http://svr-www.eng.cam.ac.uk/~kcy/Research.html.  I was very impressed with the videos produced by the face recognition program.  It uses pattern recognition on several levels scanned and sequential scanning.  First, it does a very coarse scan looking for patterns corresponding to eyebrows, eyes, nose, and mouth.  Then it scans again at a finer lever to find the patterns if it missed it on the first scan or to place the pattern more accurately on the human face if it hit on the first scan.  The finer scans also eliminate false positive coarse scans.

The patterns are recognized using geometry, contrast, and spatial locality to make the algorithm robust but still generic.  It was also written so that no two faces could overlap (a rule from the start), so if it placed the left eye correctly and the right eye at both the right eye and the right brow, it would use pattern probability and the scale of the face to correctly place the right eye.  The aspect I find most impressive of the program was the ability to recognize faces ranging from looking directly at the camera to looking ninety degrees away from the camera (silhouette view).  This was achieved using three models: one with two eyes placed symmetrically above the nose, one with only the left eye, and one with only the right eye.

THE FUTURE

-Kurzweil-


I don’t feel that there is much to say about a lot of his early writing in this book.  He explains what he thinks is going on with the Universe and it seems the reader is to accept it and move on.  He presents plenty of evidence for his laws and trends and all I can think to say (besides “Okay, now I know another piece of information”) is that some of his examples and explanations seem kneaded to fit the mold he wants them to.  One good example brought up in class is that he calls the singularity before the big bang perfect order but goes on to describe order as information for a purpose.  Assuming that a singularity is information, what purpose could it have?

On page 196 he says in 2009 “…grammar checker are now actually useful…” which seems very weak to me.  I consider modern grammar checkers quite useful.  They are often wrong, but what they can do it pretty neat: correcting your commas, correcting your verb/noun agreement, etc.  On the next line he says “…distribution of written documents from articles to books typically does not involve paper and ink.”  I would bet that in 2009 he’ll use a specific environment or arena to qualify this prediction.  I could probably find a group of distributions that typically do not involve paper and ink from last year.  

-Smart cars-


I think the idea of smart cars is cool, but I don’t expect them to be widespread for a very long time.  The main reason is purely practical.  If no one has smart cars, it’s okay.  If everyone has smart cars, it’s great.  If some do and some don’t, it’s bad.  This is because smart cars would act the way they were programmed to and sometimes this would produce bad results.  If everyone had them, they could all communicate with each other and things would flow very smoothly.  However, if I was in a smart car, Joe wasn’t, and he pulled into my lane, my car may be hit.  If I had been in control, I wouldn’t have been hit because I knew Joe had been drinking which made me paranoid and expectant of a stupid action.  Another scenario is if my car swerves, avoiding Joe, and smashes into Jill instead.  It seems that the smart car company could be sued in either of these examples.  This makes me think that car companies will be hesitant to introduce them into a non-all-smart-car world.

-When is Jack not Jack?-


Both the class and Kurzweil have discussed the merger of technology and human biology at length.  Kurzweil has stayed away from the issue of identity and the class has only touched on it occasionally.  This is probably because almost any way you define it, there is no discrete line between what changes an individual’s identity.  At either end of the continuum (combing Jack’s hair .. replacing his brain with Jill’s brain) it is clear but, as with most technologies, the steps we take to merge ourselves will be small and numerous.

I think that the point at which Jack is not Jack (purely at least) is when the neural implants, etc. begin affecting his thought process in a significant way.  Using this criteria the way I intend it to be understood, an implant expanding Jack’s memory would keep Jack himself.  If the implant made him make a different decision than he normally would, given a certain situation, Jack has changed.  Even this definition (the best I can come up with) is unclear.  At first, I thought that an implant speeding up Jack’s thought process would let him retain his identity because the process is the same, only faster.  After considering this example briefly I decided that even this would change Jack (eventually, at least).

It is easier to change a person’s identity and it is happening with more frequency than one might think.  A perfect example of changing a person’s identity is a friend of mine who was told by many people he knew that he should start taking his Prozac again even though they were never told he had stopped.  A few years ago a different friend told me to consider the fact that all of our memories, the logic we understand, and all the songs in our head were just chemicals floating around in our brains.  It slowly sunk in how bizarre and complex a device the brain must be.  I told another friend this and he said “Yeah, that’s why when you shake your head around a lot it hurts.”  That last part was supposed to be funny (and true) but the chemistry idea reflects the “brain as a soupbowl” mentality Kurzweil discussed.  He said that neurologists used to consider the brain this way and prescribe drugs like Prozac or Zoloft (the SSRIs) but are coming to understand that the brain is a partitioned specialized machine and can be treated as one.

 -Utility Fog and practical physics-


The beauty of computing is that if you want to build something atom by atom, you can.  You control the variables and things work because the environment is idealized at least in some ways.  In reality, things don’t work so well.  A physics teacher of mine once said of the lab “If it burns, it’s chemistry, if it smells, it’s biology, and if it doesn’t work, it’s physics.”  I don’t understand how nanobots could possibly propel themselves sufficiently to keep them in midair.  In order to make them as small as possible, they would be incredibly dense.  It seems just keeping them fueled would already be difficult (I guess one could argue for solar power), and locomotion normally requires high amounts of energy expenditure.

-Nanobots-


The first time I heard of nanobots was on the Outer Limits.  An experiment went wrong (of course, for plot’s sake) and the nanobots gave the man gills, an eye in the back of his head, toxic skin, and generally gave him a hard time.  Since being in this course, it’s become clear that many smart people take nanobots very seriously.


I don’t think that nanobots will have onboard intelligence of much at all unless some amazing new technology is used.  We are already close to the limits of shrinking transistors.  It seems that even quantum computing would take up more than a few square nanometers (and how could it work if it was so small that no conscious observer could see it, and if it reported to some conscious observer, the observer would have to look at billions of nanobot readouts).  I can imagine a nanobot whose only function was to decode messages incoming through wireless transmission and act on them, possibly transmitting back success or failure.

Kurzweil, however, predicts that by 2029, nanobots will have the computing ability of a human brain.  If he means an entire set of working nanobots, I might be able to believe him, but I think he means each individual nanobot.  I don’t think this is possible without a radical shift in data processing.  Even if it is, I don’t expect it to happen because making a nanobot that intelligent will probably never be necessary.  Nanotechnology will probably be specialized in that there will be nanobots to make walls, nanobots to clean out your arteries, etc.

It would be risky to make them too complicated.  Code bloat and too many uncoordinated programmers working on the same project both lead to bugs.  It is possible to write bug-free code, though.  People these days expect large programs to have bugs.  A friend told me years ago that this was one of the worse effects Microsoft has had – it has made buggy code acceptable to the common user.  Program correctness can be achieved outside an academic setting.  This must be the mindset of programmers working on nanobots just as it must of programmers working on core regulation software in nuclear power plants.

-Personal LANs-


One concept that Kurzweil discusses is having multiple computers on our persons on a day to day basis.  This seems counterintuitive to me.  I would hate to have a phone, pager, daily planner, watch, phone number directory, laptop, etc. at all times.  This already doesn’t make sense – if one has a modern phone, he doesn’t really need a pager or a phone number directory.  I believe that the industry is in the process of combining everyting into the one small computer everyone will have in the future: palmtops.  Soon palmtops will be used as communication devices, word processors (with voice recognition), music banks, etc. if they’re not already.

-Simulated spiritual experiences-


Another issue Kurzweil raises is virtual spiritual experiences.  I doubt that if they do become popular they’ll be called spiritual.  I see this more as a virtual drug that, like most drugs, can be used or abused.  People of faith will not enjoy of having a virtual spiritual experience because they will consider it fake.  Simulating seeing or understanding God (this is the type of spiritual experience I think of because of my Catholic upbringing) will be considered by these people similar to seeing or understanding God on LSD.  I also think that this type of virtual experience has a strong potential to be abused.  If you can simulate being on herion, there are going to be a lot of people who come out of the simulation only because their power was turned off.

-Antiquities-


I think that there will be books in the future.  Though most newspapers are now online, I think that there will still be newspapers in the future.  Though I’m not one of them, there are many people who enjoy the physicality of books: flipping the pages, writing in the margins, having shelves full of them.  It is possible to simulate all of these things but I believe that true bookworms will still buy books, and it will be other members of the same group that print them.  It’s similar to owning a grand piano.  There’s really no reason to, considering the fact that there are keyboards that simulate the sound and feel of a piano amazingly well.

-Medicine-


I doubt that telemedicine will become as popular (as quickly at least) as Kurzweil predicts.  Many patients will resist because of the impersonality and will feel that they’re not getting their money’s worth (of course, this is changing with the HMOs, PPOs, etc. that force patients to take what they can get).  Some doctors will resist learning to use the equipment out of stubbornness and distrust (of the equipment).  Also, many types of medicine, even a routine checkup, require sensitive touch to diagnose problems and I doubt that heptic technology will advance as quickly as Kurzweil expects (2009).  Doctors will distrust the heptic technology at first with good reason and will distrust it later because of its history.  Pattern recognition will be used increasingly as Kurzweil predicts.  This technology is already very good and will be expanded to areas it has not yet approached.

Doctors will be forced to learn and use technology for standardized diagnosis and procedure codes because there will be rules and conditions for each diagnosis or procedure specific to the patient’s healthcare provider.  This is already somewhat in place but will get even more complex (as the medical fiend always does).  It will progress to the point where doctors with a broad range of responsibilities are paranoid to work without their computers because of malpractice suits and incorrect billing.

-Keyboards-


Kurzweil predicts that keyboards will be very rare by 2019.  I doubt this because while voice command is nice for things like word processing, it is very tedious for things that use lots of special characters and spacing like writing code or editing music.  I think that keyboards will still be used in conjunction with voice and mouse command.  Even for things like using a multitasking operating system, using the keyboard in conjunction with the mouse invreases efficiency.  Then again, maybe I’m just sentimental.

-Education-


Kurzweil repeatedly expresses the idea that in the future, the majority of human time will be spent learning (p204, p221).  I find this very hard to believe.  If most of our time is spent learning, when will work get done?  Once again, I think that Kurzweil will support this claim with computer-related arenas in first-world countries. Maybe if everyone was as entheusiastic about learning as Kurzweil, this would be true.  I think that if there were more automation in my life I’d use my free time to relax and recreate.

I also think that even in America there will still be humans doing manual labor in 2030.  As the gap in the educated and the non-educated grows and robots are used more frequently, unskilled laborer will become even cheaper.  It will be cheaper to hire them than to buy and maintain robots.  Anything as high-tech as robots will require a fair amount of maintenance (but I guess you program them to maintain themselves and each other).

-Tiny warfare-


Kurzweil predicts that there will be weapons the size of birds and later insects that will be able to constitute an attack on a foreign country.  While technology to use this kind of attack (using biological warfare) already exists, I doubt it will be used by non-terrorist groups due to its ability to escape human control through mutation.  If a power such as the American government used a weapon that small, I think it would be of the typical explosive type.  If a substance powerful enough to cause a meaningful explosion using such little matter is already available, I’m sure that this type of weapon already exists.  I think that technology of this variety on this scale will be used one day but will mostly be used for reconnaissance.

-48 hours of biowarfare-


Kurzweil’s Molly discusses a biowarfare epidemic that killed sixteen thousand people in two days.  This isn’t a main point of his book, it just didn’t sound right to me so I had to say something here.  The most effective killers are not those that kill the quickest, they are those that can remain undetected and/or unsuspected the longest.  When viruses or bacteria kill that quickly, they usually kill off all their hosts and are self-isolating. 

-Disabilities-


I believe that disabilities, especially paraplegia, will be around for a while and will still be very noticeable.  Wheelchairs will still be used.  This is because while the exoskeletal robotics and the surgeries needed to connect them to the brain may exist, they will still be extremely expensive.  As example of current technology in the same situation is radial keratotomy.  It could relieve many people from depending on eyeglasses but is too expensive to be an option for most people.

A VERY BRIEF CONCLUSION

-A meaningful life-

On the last day of class we discussed the meaning of life.  Dr. Messerly said that in order to know what your life means/is worth you must look at the past and the future.  A student objected to this, wondering how that logical step was made.  I think that there the two thinkers were thinking of the same question in different terms.  The student was wondering what his life meant to him while the teacher was thinking of what his life meant overall.  When I think of the question, I think of it from the student’s view – what does my life mean to me? i.e. am I enjoying my existence? when I die, will I feel I had a meaningful, fulfilling life? will my life prove me worth of salvation (if you’re religious)?  I think the teacher was thinking in terms of what his life means to all of creation.  For example, Thoreau lived in the woods, meditated, “became enlightened,” etc. and could have died there, feeling he had a very personally meaningful life.  But from the world view, this wasn’t a very meaningful existence until he began writing.

