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Abstract:

First, a brief history of IP and motivations for development of IPv6 are given. Then IPv4 and IPv6 are compared, specifically discussing addressing, autoconfiguration, IP headers, and extension headers.
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1. Introduction - A Brief History of IP


The Internet has, in some form, been up and running since 1969.  Internet Protocol (IP) is responsible for moving messages between Internet nodes and has been standardized since the early 1980s.  In 1993, the Internet Engineering Task Force (IETF) formed the Address Lifetime Expectations (ALE) working group to investigate how long IPv4 could supply addresses based on the Internet’s history of growth [2].  The group decided that by March of 1994, the Internet would run out of class B addresses [1] and between 2005 and 2011 the entire IPv4 address space would be used [2].  They also concluded that many routers did not have enough memory to accommodate growing routing tables.  The IETF decided that multiple class C addresses should be assigned to large organizations instead of a single class B address and that Classless Inter-Domain Routing (CIDR) should be employed.  This temporarily solved the address space and routing table size problems [1].


Several proposals were made including Simple Internet Protocol (SIP), IP Address Encapsulation, and P Internet Protocol (PIP) among others.  A form of SIP was merged with PIP into SIPP, which became the rough basis for IPv6.  A few of the features of SIPP that became a part of IPv6 are interoperability with IPv4, the anycast address, and the idea of flows [1].

2. Motivations for development of a new IP

It was clear that while temporary fixes and extensions to IPv4 would keep the Internet functioning, the best solution was to develop a new IP that would “permanently” solve the address space problem as well as several others [6].  Features intended to solve or improve upon problems in IPv4 are a simplified header, larger address space, improved support for options [3], simpler configuration, increased security, network media independence, support for mobile hosts, scalability, and compatibility with IPv4 to ensure functionality while upgrading to IPv6 [2, 4].


The main problem of limited address space is solved by making the IP address four times longer.  This means the number of globally addressable machines under IPv6 is the number of machines addressable using IPv4 raised to the fourth power.  Under IPv4, there are 232 addresses, less than one for every living human.  Under IPv6, there are 2128 addresses.  It has been shown that a 128-bit address could provide between 1.56 x 103 and 3.91 x 1018 addresses per square meter of the Earth’s surface, depending on the addressing architecture [3].  Many network address translators are in place today between organizations and the Internet, translating internal addresses into globally visible addresses and back again.  While this gives the organization more virtual addresses, it is very processor intensive and creates a bottleneck, disallowing the use of the full possible bandwidth available to the organization.  Address translation can also cause problems with DNS servers and applications that embed IP addresses [5].  While converting a network to IPv6, these machines will be used to convert between IPv4 and IPv6 addresses but once the transition is complete, these machines will be unnecessary.  IPv6 will provide addresses for both large organizations and individuals using mobile and network-integrated technologies, including PDAs, internet addressable cell-phones, cars, houses, etc [4].


Keeping networks secure is a difficult task and is of interest to many academic as well as industrial experts.  The Internet is an extreme case in which an organization’s online data may be compromised by a group on the other side of the world.  IPv6 includes two options that may be used together or individually to help make the Internet more secure.  Implementation of security at the IP level can be beneficial for both “security aware” and “security ignorant” applications [5].  The first extension is located in the Internet layer and can help provide host origin authentication to the upper layer protocols and services.  This can be used to eliminate several varieties of network attacks including host masquerading attacks.  A key point is that it provides authentication and integrity without confidentiality.  This is important because some countries disallow import/export of technologies that include the ability to hide a user’s identity, making worldwide deployment of IPv6 simpler.  The second extension is the Encapsulating Security Header (ESH).  This can provide integrity and confidentiality to IPv6 datagrams and is simpler than some similar security protocols [3].  The ESH can provide the encryption available now only in specific Internet applications such as secure HTTP servers [5].  Both of these security features are designed to be flexible by being algorithm-independent [3].


One of the IPv6 design goals was to accommodate mobile devices and devices that frequently switch Internet providers.  Under IPv4, it can be difficult to use forwarding addresses at each point of attachment to the Internet.  It may also be difficult for the device to determine whether it is connected to the same network. [5]. Informing routers of the device’s new location requires authentication not standard in IPv4, and IPv6’s hierarchical address structure will provide multi-homing capabilities [4].  Other features of IPv6 including encapsulation, routing headers, security, anycast addresses [5], serverless autoconfiguration, and mobile IP with direct routing work together to make mobile computing under IPv6 simpler and more scalable [4].


Routing table size became a serious concern within a couple of years of widespread Internet use (around 1993) [1].  CIDR temporarily reduced table size, but is not always as useful as it is intended to be.  In order for CIDR to work efficiently, routes at lower levels must be heirarchical so that they may be aggregated into one address.  If subnetworks are non-hierarchical, routing tables must grow to accommodate all of their individual addresses [5].  Under IPv4, Internet providers should advertise their routes only in aggregates.  Providers also advise their customers to renumber their networks so that they may be added to the global address space more easily [2].  IPv6 has more efficient route aggregation techniques (including a more flexible address architecture) and better site renumbering capabilities, making routing tables smaller [5].  

3. IPv4 vs. IPv6

Besides the extensions and modifications discussed in section 2, other upgrades are included in IPv6 such as a simplified header, stateless address autoconfiguration, flows, default-free routing, and new addressing modes.  This section compares these features with their IPv4 counterparts.

--Addressing--


IPv4 supports three addressing classes: A, B, and C.  For a class A subnetwork, for example, the 32-bit address of IPv4 is divided into a small prefix common to every node on the subnet, and the remainder of the 32 bits can be used to specify a large number of individual nodes on that subnet.  For a class C subnet, the common prefix is larger so the number of bits used to specify the node is smaller, allowing fewer nodes on the subnet.


IPv6 supports three modes of addressing: unicast, anycast, and multicast.  Unicast is normal single-destination addressing.  Anycast and multicast addressing both involve groups of destination addresses.  In anycast, the message will be routed to the “nearest” of the destinations in the group, while in multicast the message will be routed to all of the destinations.


The aggregatable global unicast address format is as follows: a 3-bit format prefix, a 13-bit top-level aggregation ID, an 8-bit field reserved for future use, a 24-bit next-level aggregation ID, a 16-bit site-level aggregation ID, and a 64-bit interface ID.  If a message’s destination is on the local link or site, the first ten bits are assigned specific bit patterns so that the router does not route them off-link or off-site.  In the link-local case, the rest of the bits preceding the interface ID (including the site-local ID) are zero and in the site-local case, the bits preceding the site-level ID are zero.


An anycast address is of the same format as a unicast address but is assigned to multiple interfaces.  The nodes using anycast addresses must be configured to be aware that its address is an anycast address.  Since anycast is relatively new and has not been widely tested, the following restrictions are (possibly temporarily) imposed on anycast addresses: an anycast address must not be used as the source address of an IPv6 packet and an anycast address must not be assigned to an IPv6 host, only a router.


Multicast addresses are identifiers for groups of nodes.  A node may belong to multiple multicast groups.  The format of multicast addresses is as follows: an 8-bit field of 1s specifying that the address is multicast, 4 single-bit flags, a 4-bit value used to limit the scope of the group, and a 112-bit group ID.  The first three flags are reserved for future use and must now be zero.  The forth flag indicates whether the address is permanently or temporarily assigned by the global Internet numbering authority.  Most of the sixteen possible values for the scope are unassigned but those that have been defined are node-local, link-local, site-local, organization-local, and global.  Two restrictions on multicast addresses have been set:  that a multicast address must never be used as source address for an IPv6 packet and that a multicast address must never appear in any routing header [11].

--Autoconfiguration--


A new feature in IPv6 is address autoconfiguration.  It is performed on multicast-capable links when a muliticast-capable interface is enabled [10].  This makes manual server configuration unnecessary, allowing nodes to automatically configure their own global address in cooperation with a local IPv6 router [5].  When a node begins autoconfiguration, it first sends a Neighbor Solicitation message that includes a temporary address it wishes to use to connect to the router to all link-local nodes.  If this address is already in use by another node, that node will return a Neighbor Advertisement to the initiating node.  If another node is attempting to use the same address, it will send a Neighbor Solicitation to the first node.  If this temporary address is not unique, the node must be configured manually unless the administrator supplies a unique alternate interface identifier.  To prevent aliasing, addresses must be tested this way before being assigned to an interface.  Stateless autoconfiguration uses the portion of the address formed using the interface (hardware) ID.  This way, if the link-local address is known to be unique, more addresses can be created using the same interface ID without testing.  All addresses generated manually or through stateful autoconfiguration should be tested individually before being assigned. 


If an address is obtained, it is assigned to the interface.  The host then multicasts a Router Solicitation, trying to obtain a Router Advertisement, which will instruct the host in its autoconfiguration.  If no routers are present, stateful host autoconfiguration begins.  A Router Advertisement indicates whether hosts should use stateful autoconfiguration to obtain addresses and other information.  It may also contain stateless autoconfiguration information to inform the host of how to generate both site-local and global addresses.  During normal operation, the host will periodically receive Router Advertisements containing similar updated information [10].

Autoconfiguration simplifies network setup and will decrease deployment costs for both commercial and residential users.  An updated version of Dynamic Host Configuration Protocol (DHCP) (widely used with IPv4) is specified for IPv6, allowing administrators familiar with this protocol to use it after upgrading to IPv6.  Host renumbering under IPv6 is also simplified, including support for multiple simultaneous addresses on a single node.  This allows migration to a new numbering system with continued service under the old scheme and no downtime during conversion [5].

--Headers--


The IPv6 header has been designed using the knowledge gained from years of using IPv4.  It utilizes principles of efficiency, flexibility, and extensibility.  Some fields that are mandatory in IPv4 are optional in IPv6 and though the IPv6 address fields are four times as long, the whole header is only twice as long.  Variable-length addresses were considered but the simple sixteen-byte fixed-length address was chosen for the final specification [5]. 
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Compared to the IPv4 header, the IPv6 header is simple and elegant.  The IPv6 header has only seven mandatory fields while the IPv4 header has eleven (not including flags).  Common to both are the version, priority, length, hop limit, and source and destination address fields.  IPv6’s next header field roughly corresponds to IPv4’s protocol field. The IPv4 header has all the shared fields plus the header length, fragment ID, fragment offset, checksum, and three single-bit flags (plus options).  Below are diagrams of the IPv4 (Fig. A) and IPv6 (Fig. B) headers.
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While IPv4 has a “differentiated service” byte and support for the RSVP protocol for specifying levels of service, IPv6 gives more flexibility.  IPv6 also supports RSVP and has an equivalent “traffic class” byte.  IPv6 includes a 20-bit traffic-flow identification field that will allow vendors who implement quality of service (QOS) network functions to request special handling [5] for applications such as streaming media and “real-time” applications.

The Flow Label field in the IPv6 header is a main part of the support for QOS.  A flow is a sequence of packets whose source desires special handling by the intermediate routers. The handling requirements may take the form of a control protocol or by information in the flow’s packets themselves.  All packets in the flow have the same source, destination, and flow label. IPv6 packets may or may not be associated with a flow.  If they are not, the flow label equals zero.  Since the flow labels involve the routers, if any of the packets include a Hop-by-Hop Options header, they must all contain the header.  If the routers detect that these requirements are not met, the violation should be reported to the sending node.  Advanced routers will most likely cache the header of the first packet with a non-zero flow label so that it will not have to reread the flow label of subsequent packets of the same flow.


The Priority or Traffic Class field of the IPv6 header allows a source simpler communication of packet priority relative to other packets it sends.  The 4-bit field allows for 16 levels of priority.  Zero through seven are used for traffic that does not need a constant sending rate such as TCP traffic.  Eight through fifteen are used for traffic that cannot be suppressed such as “read-time” traffic [3]. 


The IPv6 header has been updated to allow for increased scalability, generality, simplicity, security, and QOS.  Designers realized that a simple, flexible header format was much easier to work with and leave open for expansion than a strict, complex header.  Knowing that they did not know what uses of IP the future would bring lead them to specify a fixed-length header exclusive of options so that there was no need to try and predict all the uses of the option fields.  This exclusion is a major difference between IPv4 and IPv6 and is discussed in the next section.

4. IPv6 Extension Headers

The IPv6 header’s next header field specifies the type of header immediately following the IPv6 header and uses the same values as the IPv4 protocol field.  It may specify upper-layer headers such as the TCP header or one of the IPv6 extension headers.  There may be zero or more extension headers, each of which also has a next header field.  If included, extension headers should appear in the order defined in [5].  Except for the Hop-by-Hop header, extension headers are not examined by any machines before reaching the packet’s destination(s).  Once there, the headers must be processed in order.  Current IPv6 extension headers are Hop-by-Hop Options, Destination Options, Routing, Fragment, Authentication, and Encapsulating Security Payload [5].


The Hop-by-Hop Options and Destination Options headers are both defined only in terms of structure requirements.  The fields of each of the header types are the next header, length, and options.  The actual options they encode are left out of IPv6 specification and will be determined as IPv6 becomes more widely used.


The Routing header is similar to IPv4’s Loose Source and Record Route option.  The fields of the routing header are the next header, length, routing type, segments left, and type-specific data.  The routing type specifies how the packet is to be routed.  Segments left is the number of nodes the packet has yet to be delivered to, and the type-specific data is the addresses of those nodes.  Currently the only defined type is Type 0, which contains a field reserved for future use and from one to n IPv6 addresses that the packet is supposed to be routed to, in order, before reaching its final destination.  Multicast addresses must not appear anywhere in a packet containing a Routing header of Type 0.


The Fragment extension header replaces the Fragment ID and Fragment Offset fields of the IPv4 header.  The fields of the Fragment header are the next header, an 8-bit reserved field, a 13-bit fragment offset, a 2-bit reserved field, a flag communicating whether the packet is the last fragment, and a 32-bit ID.  The ID field is generated by the source node and must be unique for any packets sent recently from the source to the specific destination.  Recently is defined to be within the maximum likely lifetime of a packet.  It is assumed that a 32-bit circular counter will be sufficiently large so that fragment aliasing will not be a problem [9].

5. Conclusion

IPv6 has many advantages over IPv4 and its implementation will soon be necessary for the Internet to continue to grow.  As more new networked devices and uses for existing network technology are invented, the Internet’s growth will become even more rapid.  Sooner than later, individuals and corporations will have IP addressable devices ranging from copy machines to coffee makers.  IPv6 will not only solve the address space problem, but will add many features that make network setup and communication simpler.  Security under IPv6 is easier to implement, autoconfiguration makes networks more user friendly, and increased support for mobile devices will make the Internet more accessible.
 The IPv6 Extension Headers allow the basic IPv6 header to be simpler and smaller, allowing easier implementation design and less message overhead.  With improvements on many of the IPv4 features as well as added support in new areas, IPv6 is a step in the right direction of flexiblity and ease of use for the Internet and its users.
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